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mproving the analysis and inversion of multimode Rayleigh-wave
ispersion by using group-delay time information observed
n arrays of high-frequency sensors
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ABSTRACT

Near-surface shear-velocity structure can be inferred from
multimode dispersion data. Several methods have been de-
veloped to isolate the different modes from seismic signals
observed on linear arrays of sensors. Most techniques ana-
lyze the wavefield through a frequency-wavenumber � f-k�
transform, paying little attention to group-delay-time infor-
mation. Moreover, classical analyses are generally restricted
to fundamental-mode dispersion, limiting the resolution
power at depth. We have overcome the limitations of classi-
cal f-k analysis by using a wavefield representation in the
group-velocity/phase-velocity �U-c� domain. We have then
set up a nonlinear inversion procedure, easily tractable on a
common field computer, to constrain the 1D vertical profile
of shear velocities. Applications to synthetic data and to a set
of actual records show that U-c diagrams greatly help to sep-
arate dispersion information between different modes, even
when they are not detectable on usual f-k diagrams. Tests on
synthetic and actual data confirm that the inversion procedure
quickly converges to the expected model.

INTRODUCTION

In the late 1980s, multichannel analysis of surface waves
MASW� became a popular technique to explore near-surface shear-
ave velocity structures �Song et al., 1989; Park et al., 1999�.Appli-

ations cover geotechnical investigations, seismic site response as-
essment in earthquake hazard studies, and static seismic corrections
n shear-wave profiling �e.g., Mari, 1984�.

MASW is based on a frequency-wavenumber � f-k� transform of
he seismic signal generated by a controlled source and recorded on a
inear array of sensors. This f-k analysis is equivalent to the slow-
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ess-frequency �p-f� transform that can be obtained from a slant
tack followed by a time Fourier transform �McMechan and Yedlin,
981�. In most MASW applications, observation is restricted to the
undamental-mode Rayleigh waves, and inversion of their disper-
ion provides a 1D vertical distribution of shear-wave velocity be-
eath the array of sensors �Xia et al., 1999�.

Although higher modes may provide strong additional constraints
n vertical shear-wave velocity profiles �Gabriels et al., 1987�, their
se has been limited to a few investigations. For example, Beaty et
l. �2002�, Xia et al. �2003�, and Feng et al. �2005� show that higher-
ode observations enable a greater depth of investigation and in-

rease the depth resolution of inverted shear-wave velocity profiles.
easuring higher-mode dispersion is difficult, mainly because of

he coalescing of the energy bands in the f-k domain. Other ap-
roaches have then been proposed such as the high-resolution linear
adon transform �Luo et al., 2008� or a different representation of

he full wavefield �Forbriger, 2003; O’Neil and Matsuoka, 2005;
’Neil et al., 2008�. Here, we propose an alternative method by us-

ng a time-f-k analysis technique developed more than 30 years ago
n earthquake seismology.

In seismology, higher modes trapped in the crust have been ob-
erved for a long time �e.g., Oliver and Ewing, 1957�. Retrieving
igher-mode dispersion information from f-k analysis seems to have
een first suggested in mantle seismology by Kovach �1965�. Nolet
1975� and Cara �1976� later developed algorithms based on this
dea, adding a time-frequency analysis to classical f-k representa-
ion. In doing so, they used the group-delay-time information con-
ained in the records.

In Cara’s �1976� algorithm, the signals coming from the different
ensors are stacked after applying a time- and phase-shift filter in the
requency domain.At a fixed frequency f p, the energy density exhib-
ts peaks at group velocity Un� f p� and phase velocity cn� f p�, related
o each surface-wave mode n. The series of diagrams plotted at dif-
erent frequencies f p then allows the analyst to retrieve the funda-
ental- and higher-mode dispersion curves. In seismology, this mul-
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imode analysis technique has been applied to many sets of surface-
ave records over the past 30 years �e.g., Merrer et al. �2007� for a

ecent application to multimode mantle Rayleigh waves; Cara and
inster �1981� for application to crustal Lg-waves�. We show here,

y using both synthetic and field data, that our U-c diagram tech-
ique can be applied successfully to high-frequency near-surface
ayleigh waves and that high depth resolution can be achieved when

nverting the multimode dispersion data.

THE METHOD

-c diagrams

We assume that the signals recorded on a linear array of sensors
epresent a discrete spatial sampling of the wavefield. In the wave-
umber/angular-frequency domain �k,��, the relation between the
ourier transform of the records Ŝ�k,�� and the actual wavefield

ˆ �k,�� is

Ŝ�k,��� I���Ŵ�k,���N���� r̂�k� . �1�

apital letters here indicate functions in the frequency domain while
etters with carets indicate functions in the wavenumber or frequen-
y wavenumber domain. In expression 1, I��� is the instrument
ransfer function, N��� is the Fourier transform of the time sampling
unction, and r̂�k� is the so-called array response �e.g., Merrer et al.,
007�. The array response r̂�k� is given by

r̂�k�� �
n�0

N�1

wn exp ikxn, �2�

here xn are the spatial coordinates of station n and wn is a weight ap-
lied to this station.

The value r̂�k� is the main limiting factor of any space-time analy-
is �wavenumber resolution and spatial aliasing�. If we consider unit
eights and regularly spaced sensors every �x over a linear array of

ength L, the amplitude of the array response becomes

�r̂�k���L sinc
kL

2
�

1

�x
�

m���

�

� �k�
2�m

�x
�, �3�

here � � � is the Dirac delta function. In expression 3, � r̂�k�� is a pe-
iodic function of period 2� /�x with a sinc shape. The array re-

able 1. Tabular models used to compute synthetics. e is the l
P is the compressional wave velocity, Vs is the shear wave ve
ensity, QP and QS are the quality factors respectively for P a

Model
e

�m�
VP

�m/s�
VS

�m/s�
�

�g /cm3�

Model A 10 692 400 1.7

� 1210 700 1.9

Model B 3 310 180 1.7

10 480 280 1.8

� 780 450 1.9
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ponse seriously complicates the analysis in f-k diagrams because of
he possible misidentification and interferences between the sinc
econdary lobes and the higher modes. In classical f-k analysis, no
lear method has been proposed to distinguish overtones from these
econdary lobes. Taking into account the group-delay-time informa-
ion here may improve mode identification.

In Cara’s �1976� algorithm, multimode signals recorded by an ar-
ay of N sensors are stacked after applying a narrow-band Gaussian
requency filter and a phase-shift filter to the records to reinforce the
ndividual modes by constructive interference. This leads to the
unctional

G�0
�k0,��� �

n�0

N�1

wnS�0
�xn,��exp��iK���xn�, �4�

here S�0
�xn,�� is the time Fourier transform of a record f�xn,t� ob-

erved at epicentral distance xn and filtered around the circular fre-
uency �0. The last term in expression 4 is the phase-shift filter, with
��� defined as

K����k0�
� ��0

Uc
, �5�

here k0 is an arbitrary wavenumber and Uc is the central group ve-
ocity of the multimode wave packet to be analyzed.

In equation 4, the inverse Fourier transform of S�0
�xn,�� corre-

ponds to a superposition of modes centered at times t�0

m �xn�
xn /Um, where Um is the group velocity of the mode m around �0. If

e assume km��0��k0 and �dkm /d���0
	Uc

�1, equation 5 becomes
he first-order Taylor expansion of the wavenumber km��� related to

ode m around �0. Therefore, if we calculate G�0
�k0,�� for several

alues of k0, each mode with a wavenumber km��� that differs from
0 around �0 will interfere in a noncoherent way. On the other hand, a
ode whose wavenumber km��� equals k0 around �0 is reinforced

y constructive interference. We call the modulus of the inverse Fou-
ier transform g�k0,t� of G�k0,�� a U-c diagram. It will exhibit peaks
t km��0 /cm and tm� x̄�Um

�1�Uc
�1� where cm and Um are the phase

elocity and group velocity of mode m around �0 and where x̄
�n�1

N xn /N �Cara, 1976�, the overbar indicating the arithmetic
ean over xn.
We first illustrate this technique with noise-free synthetic Ray-

eigh-wave displacements corresponding to realistic images of the
ubsurface �Table 1�. Figure 1 displays the Rayleigh waves comput-
d by summing the first six Rayleigh modes excited by a point verti-
al force located at the surface using Hermann’s software pack-

age �Herrmann, 2006�. Figure 2 compares f-c
and U-c diagrams at two fixed frequencies. The f
-c diagrams are computed using a p-f transform
of the wavefield. The fundamental mode and the
first higher mode are clearly visible on the U-c di-
agrams, whereas the second-higher mode excited
by this surficial source is too weak to be observed
as a peak on the U-c diagrams.

Figure 3 compares the theoretical and mea-
sured dispersions on U-c and f-c diagrams. As
expected, the f-c transform is mainly effective in
measuring the fundamental-mode phase velocity.
In the low-frequency range �i.e., f � 15 Hz� be-
cause of low wavenumber resolution, interaction
between the fundamental and higher modes

hickness,
� is the
aves.
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Inversion of multimode Rayleigh-waves R15
akes phase-velocity estimations inaccurate on the f-c diagrams
Figure 3, left�. Note also that the first overtone associated with mod-
lAis too weak to be observed on f-c diagrams �Figure 3a, left�.

In Figure 3, phase and group velocities observed on U-c diagrams
re quite close to the theoretical values. The fundamental-mode
hase-velocity measurements fit well with the theoretical values,
ven for frequencies lower than 15 Hz where the classical f-k meth-
d fails. Regarding model A, we note a phase-velocity misfit that is
reater for the first overtone than for the fundamental mode. This is
robably because of the low amplitude of the first overtone, which is
learly visible on the U-c diagram �Figure 2a, right� but merely de-
ectable on the f-c diagram �Figure 2a, left�.

However, in Figure 3, the measurement errors on the U-c dia-
rams are larger for group velocity than for phase velocity. One ex-
lanation is the lack of time resolution in the time-frequency do-
ain, a common problem in group-velocity analysis.Another expla-

ation is the strong dependency of U-c diagrams upon Uc in equation
; if the group-delay-time analysis helps us separate the different
odes, the measured group velocities are less accurate than the

hase velocities. In other words, one may say that the U-c diagram
echnique improves the accuracy of the phase-velocity measure-

ents, but that the group-velocity measurements are less accurate.

arameterization

Here we consider a layered model of the subsurface. Each layer of
hickness e is characterized by compressional-wave velocity VP,
hear-wave velocity VS, and density �. We can introduce the dimen-
ionless phase-velocity sensitivity kernels

K	 �z,f��
	 �z�
c�f�

�c�f�
�	 �z�

, �6�

logarithmic derivative. Expression 6 is a logarithmic derivative of
given mode phase velocity c� f� at frequency f with respect to the
arameter 	 �VP, VS, � or e in the layer at depth z.
Figure 4 depicts the sensitivity kernels KVP

�z�, KVS
�z�, K��z�, and

e�z� at 28 Hz �mean frequency of measurements on Figure 3a� for
odel A, concerning the fundamental and first higher mode. When

he Poisson’s ratio 
 is 0.25 or 0.4, the phase velocity mainly de-
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igure 1. Synthetic seismograms computed by summing the first six
ayleigh modes along a linear array of 48 stations; �a� and �b� corre-

pond to modelsAand B of Table 1, respectively.
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igure 2. The f-c and U-c diagrams computed from synthetic data,
orresponding to �a� model A and �b� model B in Table 1. The verti-
al dotted black lines on the f-c diagrams �left� show the frequencies
sed to calculate the corresponding U-c diagrams �right�. The verti-
al coordinate varies linearly with 1 /U �time scale� and the horizon-
al coordinate with 1 /c �wavenumber scale�. The modulus of the ar-
ay response � r̂�k�� is shown on top of each U-c diagram. Black dots
ndicate the theoretical group and phase-velocity values of the fun-
amental mode �0� and the first overtones �1-2�. Crosses indicate the
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igure 3. Comparison between measured and theoretical dispersion
or �a� model A and �b� model B. On the left are displayed phase ve-
ocities c, and on the right are group velocities U. Solid lines are the
heoretical values, black crosses show the values measured on the
-c diagrams, and black dots show the phase velocities measured on

he f-c diagrams. The rms deviation between the theoretical values
nd measurements are indicated on each graph. The amplitude con-
our maps of f-c diagrams are displayed as a background in the fre-
uency/phase-velocity domain �left�.
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ends on VS, whereas its dependency on VP, �, and e is very weak for
oth modes. In the case of a small Poisson’s ratio, e.g., 0.1, sensitivi-
y of the fundamental-mode phase velocity with respect to VP be-
omes important at very shallow depth �z � 1.5 m� but remains
egligible for the first-higher mode �Figure 4a�. Because surficial
ayers usually are characterized by a high Poisson’s ratio �i.e., high

P /VS�, we do not consider low values of 
 in our application. Note
lso on Figure 4a and b that the fundamental mode is sensitive to VS

ntil approximately 10-m depth, whereas the first overtone shows a
ignificant sensitivity to a depth of 23 m. This clearly highlights the
mportance of inverting the multimode phase velocities to improve
he resolution power at large depths �see Xia et al. 2003 or Feng et al.
005 for detailed sensitivity analyses�.

Because VP and � have minimal influence on the phase velocities
f the fundamental and higher modes in near-surface Rayleigh
aves, Poisson’s ratio and density have been fixed to their a priori
alues in the inversion process. Dispersion data may be more sensi-
ive to the thicknesses of the layers e for large parameter contrasts
etween two successive thick layers. So instead of inverting for lay-
r thicknesses, we prefer considering many thin layers and starting
he inversion from a large series of a priori models. In this way, only

S, the most sensitive parameter, is inverted in what follows.

reinversion

We followed two alternative approaches to choose the a priori in-
ormation on the model parameters mprior. Each approach can be seen
s a preinversion step that precedes the quasi-Newton algorithm de-
cribed in the next section.

The first approach, often used in subsurface investigations, is
omewhat empirical �e.g., Park et al., 1999; Xia et al., 1999; Luo et
l., 2007�. It provides a smooth, depth-increasing VS model. We con-
ider a Poisson’s solid in a homogeneous half-space to calculate the
hear velocity VS at a depth z� f� according to
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igure 4. Kernel sensitivity of phase velocities at 28 Hz computed
or model A �Table 1�. The kernels KVP

�gray lines� and KVS
�dark

ines� are displayed for �a� the fundamental mode and �b� the first
vertone. The kernels Ke �gray lines� and K� �dark lines� are shown
or �c� the fundamental mode and �d� the first overtone. Kernel abso-
ute values are presented for different Poisson ratios 
 ranging from
.1 to 0.4.
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VS�z�f���
c0�f�

0.9194
, �7�

here c0� f� is the phase-velocity of the fundamental mode at fre-
uency f corresponding to a wavelength �� f� that satisfies z� f�

�� f� /3 �e.g., Abbiss, 1981; Socco and Strobbia, 2004�. Note that
he group-velocity information provided by the U-c diagrams is not
aken into account in this approach.

The second approach is strongly nonlinear and is similar to a
ough Monte Carlo algorithm. It is based on the exploration of a
odel library containing several a priori models of the subsurface.
his model library is constructed by combining velocities and layer

hicknesses commonly encountered in near-surface applications.
he database is made of three-layer models, allowing us to consider
large variability in the a priori VS depth distributions �Table 2�. In
ur model library, velocity increases with depth, but other choices
re possible. To ensure a good exploration of the model space, it
hould be adapted to each specific geologic context. Once the disper-
ion curves are computed for the whole model library, the computing
ime is greatly reduced, ensuring the tractability of the inversion pro-
ess on common portable computers.

Before each inversion, we find the model that minimizes a misfit
unction M�m�, defined as

M�m�� 
cobs� ĉ�m�
2��
Uobs� Û�m�
2, �8�

here � is a constant weighting parameter; cobs and ĉ�m� are ob-
erved and predicted phase-velocity, respectively; and Uobs and
ˆ �m� are the observed and predicted group velocities. Because the

-c diagrams cannot provide an accurate estimate of the group ve-
ocities, we cannot exclude the possibility that a model which fits the
roup-velocity data will present strong velocity contrasts that do not
eflect the actual subsurface model.

The model selected from this preinversion step will be used as the
priori information mprior in a quasi-Newton algorithm.An unrealis-

ic a priori model could compromise the convergence of the inver-
ion, so we put a weighting factor � in equation 8 to mitigate the pos-
ible bias from poor group-velocity estimates. Another possibility
ould be to include covariance matrices in equation 8 by fixing error
alues for each mode at each frequency. However, this preinversion
tep is quite rough, so we prefer to use � to balance the set of data
ectors. Calibration on several synthetic tests led us to set ��0.5.

The models resulting from the two preinversion approaches are

able 2. Model library made of two to three layers over the
alf-space. Extremum values for thickness e and shear
elocities VS are indicated for each layers. In all cases, VS
ncreases with depth and the half-space VS is set equal to VS
f the deepest layer. Each model includes at least one
nterface between a minimal depth of 2.6 m and a maximal
epth of 26 m. These are reasonable values knowing the
volution of phase velocities sensitivities with depth (e.g.,
igure 4).

Layer
Min e
�m�

Max e
�m�

Min VS

�m/s�
Max VS

�m/s�

1 2.6 2.6 200 400

2 0.5 23.4 2000 2000

3 0 22.9 2000 2000
EG license or copyright; see Terms of Use at http://segdl.org/
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isplayed as dotted black lines on Figure 5 for modelsAand B �solid
lack lines on the same figure�. Figure 6 shows the deviations for
ach layer between the a priori models issued from the preinversion
tep and the actual ones. Regarding model A, using a model library
learly gives better results than the classical phase-velocity conver-
ion.As shown on Figure 6a, the model extracted from the library fits
he exact model very well except at 10-m depth because the interface
s not at the right depth in the library models �Figure 5b�. The empiri-
al conversion used in the first approach �Figure 5a� provides a
mooth VS profile, leading to an overall greater deviation — particu-
arly for the deepest layer �Figure 6a�. This deviation results from the
ow sensitivity of the fundamental mode at large depth, as seen in
igure 4a-c.
Concerning model B, Figure 5c shows the smoothing effect of the

priori conversion of VS and the same lack of resolution as before.
he lower VS contrasts of model B as compared to model A permit a

ather small deviation from the targeted exact model for the first two
ayers, but the deepest layer is not resolved at all �Figure 6b�. The VS

rofile resulting from the model library �Figure 5d� fits the upper and
eeper parts of the model reasonably well but is unable to fit the tar-
eted model at 10-m depth, just above the strongly contrasted inter-
ace.

In general, the different tests we performed show that the model li-
rary provides better results when strong velocity contrasts are in-
olved in the near surface �i.e., �VS 
 200 m /s�; otherwise, the a
riori conversions of phase velocity provide satisfactory VS profiles.
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igure 5. Inversion results from the phase velocities measured on
ynthetic U-c diagrams. The synthetic data are computed for �a, b�
odelAand �c, d� model B. In �a� and �c�, inversions are based on an
priori model fixed from converting c into VS using equation 7; in �b�
nd �d�, inversions are based on an a priori model taken in a model li-
rary made of 5000 models and giving the best fit to the phase and
roup velocities. �Top� The VS profiles corresponding to the exact
odel �solid black line�, the inverted model �solid gray line�, and the
priori model �dotted black line�. �Middle� Resolution matrix �color
ar is specified to the right�. �Bottom� The rms data misfit at each it-
ration.
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nversion

Once selected, the preliminary models should fit the data reason-
bly well �black lines on Figure 7�, and explanation of the remaining
ata misfit can be treated as a weakly nonlinear problem. For this
urpose, we use an inversion scheme based on a quasi-Newton algo-
ithm minimizing the phase-velocity misfit function:

2S�m�� 
cobs� ĉ�mprior�
2� 
�m�mprior�
2, �9�

here cobs is the data vector containing the observed phase velocities
nd mprior is the a priori model extracted from the preinversion analy-
is. The layered VS model at the n�1 iteration is then given by
Tarantola, 2005�

mn�1�mn� �Gn
t CD

�1Gn�CM
�1��1�Gn

t CD
�1�ĉ�mn��cobs�

�CM
�1�mn�mprior�� . �10�

n expression 10, the superscript t denotes the matrix transpose, CD

s the a priori covariance matrix of the data, CM is the covariance ma-
rix on the a priori model, ĉ�mn� is the vector representing the theo-
etical phase-velocities of the model mn, and Gn is the matrix of par-
ial derivatives computed at the model mn:

�Gn��
i �� �ĉi

�m��
mn

, �11�

here ĉi is the predicted phase velocity for the datum i and m� is the
alue of VS in the � layer of mn.

In what follows, CD and CM are diagonal �errors are considered in-
ependent�. To evaluate the a priori error on the data �i.e., the square
oot of the diagonal elements of CD�, we use the rms deviation of
hase velocities inferred from synthetic U-c diagrams �e.g., rms val-
es on Figure 3�. These values correspond to minimum measure-
ent errors �we do not account for potentially larger errors from

oise in the records�, so we fix the error in the phase-velocity esti-
ates to a larger value of 30 m /s. The a priori errors on model pa-

ameters are fixed to 40% of the a priori shear velocities in mprior.
his rough estimate is based on a comparison between output of pre-
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igure 6. The VS deviations between the preinversion outputs and �a�
odel A and �b� model B �see Figure 5 and Table 1�. Correct inver-

ion would predict a zero deviation. Solid lines correspond to the
onversion of c into VS, and dotted lines correspond to the model ex-
racted from the model library.
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nversion analyses and the exact models used in synthetic tests �e.g.,
igure 6 for modelsAand B�.
The inversion thus starts from an a priori model and ends when the

ata misfit falls below an acceptance level of 2%. Figure 5 depicts
he inversion results from phase velocities measured on the U-c dia-
rams of synthetic data computed from modelsAand B �Table 1�. In-
erted VS profiles are fairly close to the exact models, and the results
o not seem to depend on the method used to establish the a priori
odel. Moreover, in Figure 7, we observe a good fit between the ob-

erved and predicted phase velocities. However, a low-velocity lay-
r appears on the inverted profiles of Figure 5a and b at about 4-7-m
epth. This artifact may be caused by the strong velocity contrast at
0-m depth. This bias is more visible on Figure 5a than on Figure 5b,
hich we could explain by the higher accuracy of the a priori model

xtracted from the model library in the preinversion step.
In a synthetic test, it is easy to measure how close the inverted
odel is from the exact one. Of course, this is not true when using ac-

ual records, and in such a case we can look at the resolution matrix R
or a quantitative estimate of the inverted model accuracy and reli-
bility. The resolution matrix satisfies

�m̃�mprior��R�mexact�mprior�, �12�

here m̃ is the inverted model and mexact is the exact model. The
loser R is to the identity matrix, the better the resolution on the
odel parameter. We can write R as �Tarantola, 2005�

R�CMGt�GCMGt�CD��1G, �13�

here G is the matrix of partial derivatives taken at the convergence
oint. Note that R is informative only for the second step of the in-
ersion based on the quasi-Newton inversion scheme.

Resolution matrices shown in Figure 5a and b demonstrate that
he subsurface model appears to be well resolved except in the shal-
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igure 7. Comparison of phase velocities inferred from the U-c dia-
rams �solid black line�, the inverted model �solid gray line�, and the
priori model �dotted black line�. Views �a–d� correspond to �a–d� in
igure 5.
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owest layers of modelA, which show a low resolution and a broader
hape around the diagonal of R. This low resolution can be explained
y the lack of high-frequency measurements in our data set, and it
ields abnormally high shear velocities in the inverted model at shal-
ow depths.

APPLICATION TO FIELD DATA

The data used to test the method were acquired on a site where
eismic refraction profiles show a simple 1D structure. The field
easurements were performed in September 2007 near the town of
iedseltz in Alsace, France �Figure 8�. The wavefield was generated
y a sledgehammer source and recorded by a linear array of 24 verti-
al geophones �natural frequency�4.5 Hz�. The geophone interval
as 2 m, and the source offset was chosen to be 12 m to avoid the
ear-field effects. In Figure 8, we see that the raw data contain a
trong ground roll component, and we can anticipate good-quality
easurements. The largest offset trace is rejected because of its low

ignal-to-noise ratio.
Dispersion curves related to the records displayed in Figure 8 are

stimated by using the U-c diagram technique, with Uc set to
50 m /s. Figure 9 displays the raw data in the f-c domain and shows
he U-c diagram computed at 20 Hz. Only the fundamental mode
nd the first overtone are well excited at this frequency, as predicted
y the previous analysis made on synthetic data.

The phase velocities inferred from the analysis of the U-c dia-
rams computed at frequencies between 9 and 60 Hz are then invert-
d. We use the a priori model derived from the phase-velocity con-
ersion and the model library to start the quasi-Newton inversion.
he inverted models are displayed in Figure 10; a comparison be-

ween the observed and calculated phase velocities is shown on Fig-
re 11.

The a priori models resulting from the two preinversion proce-
ures are quite different �see dotted lines on Figure 10a�. The empiri-
al conversion technique provides initial VS values that are close to
he final ones for intermediate depths. The same observation can be

ade for the model library at small and large depths.
Even if the two initial models differ, the final inverted models are

emarkably similar �see solid lines on Figure 10a�. In other words,
he inversion converges to the same minimum of S�m� in equation 9
ven while using different starting points mprior. This does not help us
etermine the best preinversion strategy, but it emphasizes the ro-
ustness of the solution. This is further emphasized by the resolution
atrices
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igure 8. The shot gather obtained in Riedseltz, Alsace �France�, by
sing a sledgehammer as the energy source. Traces are normalized
y their maximum amplitudes.
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, which show a good overall resolution — particularly for the in-
ersion based on the model-library approach.

At first sight, three well-differentiated layers can be distinguished
n Figure 10. The uppermost layer, VS 	178 m /s, corresponds to
he local soil structure. This is in good agreement with the results of
he P-wave refraction tomography related to the same profile �Her-
uel et al., 2007�, which reveals a shallow 2–2.5-m-thick layer cor-
esponding to VP 	380 m /s overlying deeper terrains of higher ve-
ocities, VP 	620 m /s. This 620-m/s P-wave velocity may be asso-
iated with the VS 	380-m /s layer.

Lack of resolution of the P-wave refraction data prevents any de-
ection of higher velocities at greater depth along this seismic pro-
le. A larger offset would be required to observe second refracted
aves. However, seismic reflections from other profiles located at a
uarry cliff 1 km away from the site revealed horizons at depths
omprised between 13 and 18 m �Bano et al., 2002�, which could fit
ell with the 16.34-m depth of the last interface of our inverted VS

odel. The three layers shown in Figure 10 may thus be confidently
elated to the lithology observed in the nearby quarry �Table 3�.

CONCLUSIONS

Results obtained from synthetic and actual records show that, in
ddition to the fundamental mode, only the first-higher mode is ob-
ervable for a point source located at the ground surface with soft
oil conditions. Our examples show that the discrimination between
he fundamental and the well-excited first-higher mode is clearly

ade easier by using U-c diagrams instead of classical f-k analysis.
he high-quality dispersion data thus obtained can be processed to

nfer the near-surface shear velocity structure with better depth reso-
ution than when using fundamental-mode dispersion only.

To take into account the nonlinearity in the relation between the
D structure of the ground and the surface-wave dispersion, particu-
arly when group velocities are involved, we have developed a two-
tep inversion procedure. In the first step, a preliminary inversion
ives us a model used as a prior model for starting a quasi-Newton
nversion in the second step. Two approaches are followed to deter-

ine this prior model: �1� conversion of the fundamental-mode
hase velocity, providing a smooth a priori model, and �2� use of a
odel library, allowing more contrasted 1D layered models. This

econd method is more time consuming, but it is easily tractable on
odern PCs �extraction of the a priori information from a model li-

rary of 5000 models usually takes less than 1 s on an Intel Pentium
1.7-GHz processor�. Furthermore, we may use the group-velocity

nformation in a flexible way during this nonlinear, Monte Carlo pre-

able 3. Interpretation of the inverted shear-velocity profiles
isplayed in Figure 10. The value e denotes the layer
hickness; ŠVS‹ is the average shear-velocity in each layer.
he test site is located in a Pliocene basin situated in the
hinegraben. The lithology can be observed directly on a
uarry next to the seismic profile used in this study.
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igure 9. The f-c and U-c diagrams obtained by stacking the records
hown in Figure 8. �a� The vertical dotted black line at 20 Hz on the

f-c diagram shows the frequency at which �b� the U-c diagram is
omputed. Refer to Figure 2. The modulus of the array response is
hown above the U-c diagram. Crosses indicate the measured group
nd phase-velocity values for the fundamental mode �0� and the first
vertone �1�.
La
ye
r

2
4
6
8
10
12

0.4
0.2
0

2 4 6 8 10 12
Layer

M
is
fit

(%
)

10

5

0
0 5

Iterations

40

20

0
0 5

Iterations

2 4 6 8

2

4

6

8

0.4
0.2
0

Layer

0

5

10

15

20
200 400 600 800

V (m/s)S

D
ep

th
(m

)

) b)

c)

d)

e)

igure 10. Inversion results from the phase-velocities measured on
ynthetic U-c diagrams. In �a�, the inverted models are presented
ith solid lines; dotted lines depict the a priori models. Black lines

orrespond to inversions based on the a priori conversion of c into VS

ssociated with the resolution matrix in �b� and the data misfit in �c�.
ray lines correspond to use of a model library �as for Figure 5�. �d�
orresponding resolution matrix; �e� data misfit.
0 20
Frequency (Hz)

40 60
200

300

400

500

c
(m

/s
)

0 20 40 60
200

300

400

500) b)

Frequency (Hz)

igure 11. Comparison of phase velocities measured on the U-c dia-
rams �solid black lines� or predicted from the inverted model �solid
ray lines� and the a priori model �dotted black lines�. �a� Inversion
ased on an a priori model built from converting c into VS. �b� Inver-
ion based on the a priori model library.
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nversion. Compared to the empirical conversion of phase velocity,
he second technique provides better estimates of the 1D shear-wave
rofile at great depths and for highly contrasted structures.

The quasi-Newton technique applied in the second step converges
apidly to acceptable solutions for synthetic and actual data. The fact
hat the inverted VS profiles depend weakly on the a priori model
ives us confidence in the robustness of the solutions. A full integra-
ion of group velocities in a joint inversion process could permit a
etter determination of the soil structure, but it would need a more
ime-consuming Monte-Carlo method, which is not adapted to cur-
ent field computers used for geotechnical investigations.

Finally, let us again stress the fact that the source-receiver config-
ration and the test area that we consider in this paper correspond to a
nexpensive, classical experiment in near-surface prospecting based
n surface waves �surficial source with a sledgehammer, 24 geo-
hones, deployed on a 58-m-long linear array�. This configuration
imits the higher-mode content in the observed surface-wave sig-
als. If higher-rank modes were more excited, we could have mea-
ured their dispersion and better constraints could be put on the shear
elocities at large depth. The relative importance of the different
odes depends on soil stratification, frequency, and depth and na-

ure of the seismic source. A surface source such as the one we use
ere cannot strongly excite higher modes in soft-soil conditions. A
imple but more expensive configuration to increase the resolution
f the method at depth could, for example, consist of using a buried
ource instead of a surficial one.
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